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INTRODUCTION

The Audio Video Coding Standard of China (AVS)
video standad is a streamlinechighly efficient
video code employing tte lates video coding tools
and dedicatedd codirg HDTV content All video
coding algoithms comprise & optimization
between absols codirg performace and
complexity d implementation Compard with
other standardsAVS has keen desigredto provice
nea optimum performawce am a considerabl
redudion in complexty. AVS will therefore provide
low-cog implementations

AVS ha also been desigdén suchaway thd its
technolog can ke licensed whout delay ard for a
very reasonald fee. Ths has rquired sone
compranmises in the desig bu the bendts o a non
proprietary open standardard the licensirg cog
savings easily outwelgthe smh loss n dficiency.

The AVS 10 specificsion wes findized in
December 2003 andilwbe extensivel testa with
laboratow verification tess ard field tess in 2004. t
is xpected ¢ be ssu@ as a Chines Naiond
Standad in Summe 2004.

AVS gplicatiors indude broadcasrV, HD-DVD,
and broadband videnetworking

DATA FORMATS

Progressive scan

AV'S cods video dat in progresive sca format
This formd is directly compéble with al content
tha originates in film, and can accep inputs directly
from progessiwe telecine machine#t is also diectly
compadible with the emergig standard fodigital
produdion —the sacalled “24p” standardIn the nex
few years mog movie praludion and mub TV
produdion will be convertedd this nev standard|t
will also be the standdrfor digital cinema, e thee
is convergeece in the professiondilm and TV
produdion industy toward a singé praludion
forma offering the highesoriginal qudity. AVS also
codes progressig contem at highe frame rates Sud
rates ma be necessarfor televisel sports

A significart benefit é progressive formd is the
efficiency with which mdion edimation operates
Progressive contemhcan e encodedtasignificantly
lower bitrates than interlaced contehwith the same
perceptal qudity. Furthermoremdion compensate
coding o progressive formd data & significarly less

complex than coding éinterlaced dataThis is a
significant component bthe reduced complexityfo
AVS coding

Interlaced scan

AV S also provide codirg tools far interlaced sca
format The ols dfer coding & legay interlaced
forma videa

Picture format

AVS is pimarily focusel on broadcasTV
applicatiors with an emphasian HDTV and
therefoe will be used principéy with a format 6
1920 x 108 pxels. Neverthelss AVS & a gened
standad and ca cock pictures ith a rectargular
forma up © 16K x 16K pixes in size Pixek ae
codeal in Luminarce-Chrominarce forma (YCrChb)
and eath component gaha\e precisio o 8 hits.
AV S suppor a rang of commonly usd frame rates
and pixd aspect ratie AVS suppos 4:2:0 ard
4:2:2, Chrona formats Chromaicity is as definé by
interndiond standards

LAYERED STRUCTURE

AV S is bult on a layerd dat structue represeting
traditiond video data This structue is mirrorel in
the coded vide bitstream. Fjure 1 illustrats this
layeral structure

Sequence ® Entry point in Bitstrean
RicturelErame ® Representton o Video Frane
. ® Rasterordered strip d
Slice Macroblocks

® 6 Blocks;

aCiohlock

® 8x8 Pixels
H©@k Luminarce, Chraninarce

Figure 1 AVS Layere Dat Structue

At the higheslayer, ses d frames d continuous
video are organized it a Squerce. The Sequerte
provides an gpporturity to downloa parameteses
to decodersVideo frame comprise the néXayer,
and are cdled Picture o avod ary ambguity
between legag video fields ard frames Pictures can

4Luminarce, 2 Chrminance



optionall y be subdivided into redangular regions
called Slices. Slices are further subdivided into
square regions of pixels called Macrob ocks. These
are the fundamental coding units used by AV S and
comprise a set of luminance and chrominance blocks
of pixels covering the same square region of the
Picture.

The Sequence Picture and Slicelayers begin with
unique Start Codes that all ow a decoder’ s parser to
find them within the bitstream. An example of a
Sequenceof Picturesis own in Figure 2.

*  Sequence Header

\- Pictures

*  Repeat Sequence Header

¢ Pictures

*  End Sequence Header

Figure 2. Video Sequence Example.

Sequence

The sequencelayer comprises a set of mandatory and
optional downloaded system parameters. The
mandatory parameters are necessary to initiali ze
deader systems. The optional parameters can be
used for other system settings at the discretion of the
network provider. In addition, user data can
optionally be mntained in the Sequence header.

The Sequencelayer provides an entry point into the
coded video. Sequence headers should be placed in
the bitstream to support user accessappropriately for
the given distribution medium. For example, they
should be placed at the start of each chapter on a
DVD to facilit ate random access Alternatively they
should be placed every ¥2-second in broadcast TV to
facilit ate dhanging channels.

Repeat Sequence headers may be inserted to support
random access Sequences are terminated with a
Sequence End Code.

Picture
The Picture layer provides the cded representation
of avideo frame. It comprises a header with
mandatory and optional parameters and optionally
with user data. Threetypes of Picture are defined by
AVS:

e IntraPictures (I-pictures)

e Predicted Pictures (P-pictures)

¢ Interpolated Pictures (B-Pictures)

Slice

The Slicestructure provides the lowest-layer
medanism for resynchronizing the bitstream in case
of transmisson error. Slices comprise an arbitrary
number of raster-ordered rows of Macroblocks as
illustrated in the example of Figure 3. Slices must be
contiguous, must begin and terminate at the left and
right edges of the Picture and must not overlap. It is
posshle for asingle diceto cover the entire Picture.
The Slicestructureis optional. Sicesare
independently coded — no dice @n refer to another
diceduring the deaoding process

J

Figure 3. Slice Layer example.

Macroblock

A Macroblock includes the luminance and
chrominance component pixels that collectively
represent a 16x16 region of the Picture. In 4:2:0
mode, the Chrominance pixels are subsampled by a
factor of two in each dimension; therefore each
chrominance component contains only one 8x8
block. In 4:2:2 mode, the Chrominance pixels are
subsampled by a factor of two in the horizontal
dimension; therefore each chrominance component
contains two 8x8 blocks. Thisisillustrated in Figure
4.

0 1
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2 3
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2 3 6 7
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Figure 4. Macroblock formats.



The Macroblock layer isthe primary unit of
adaptivity in AV S and the primary unit of motion
compensation. The Macroblock header contains
information about the coding mode and the motion
vectors. It may optionally contain the quantization
parameter.

Block

The Block is the smallest coded unit and containsthe
transform coefficient data for the prediction errors. In
the case of Intra-coded blocks, Intra prediction is
performed from neighboring Blocks.

OVERVIEW

The AV S video coding standard is based on the
classic hybrid DPCM-DCT coder, which was first
introduced by Jain and Jain in 1979[1]. Temporal
redundancy is removed by motion-compensated
DPCM coding. Residual spatial redundancy is
removed first by spatial prediction, and finally by
transform coding. Statistical redundancy is removed
by entropy coding.

These basic coding tools are enhanced by a set of
minor coding tools that remove any remaining
redundancy, code side information efficiently and
provide syntax for the coded bitstream. The
algorithm is highly adaptive, since video data
statistics are not stationary and because perceptual
coding is also used to maximize perceived quality.
The adaptivity is applied at both the Picture layer and
the Macroblock layer.

Figure 5 shows block diagrams of the AV S encoder
and decoder. The encoder shown in Figure 5a accepts
input video and stores multiple framesin a set of
frame buffers. These buffers provide the storage and
delay required by multi-frame motion estimation. The
motion estimation unit can accept original frames
from the input buffers or reconstructed coded frames
from the forward and backward reference frame
stores in the encoder. The motion estimation unit can
perform motion estimation in the following ways:

Intra Quantization «—
g Prediction l Control
Frame DCT Quantization VLC

—» Buffers > T’ Encode
Inverse
Quantization
Inverse
DCT
+ A 4
Bitstream Rate
Format > Buffer >
A
Forward
Frame Buffer
Motion il I
Compensation
A o Backward
v 4 Frame Buffer
I
Motion n
Estimation |«
| > Motion Vector VLC
Motion Vectors Prediction > Encode
C Reader, 2002
L Mode
________________ > Decision
Other Parameters

Figure 5a. AV'S Encoder



Forward prediction from the most recent reference
frame
»  Forward prediction from the second most
recent prediction frame
* Interpolative prediction between the most
recent reference frame and a future reference
frame.

Motion estimation produces motion vectors used by
the motion compensation unit to produce a forward
prediction or interpolated prediction for the current
frame. Motion vectors are coded for transmission
first by a predictive encoder, and then by entropy
encoding.

The prediction produced by the motion compensation
unit is subtracted from the current frame and the
difference signal, i.e., the prediction error, is coded
by the DCT and quantization units. In the case of
intra-coded macroblocks, the data passes through the
intra prediction processto the DCT. Thesignal is
then VLC encoded, formatted with the motion
vectors and other side information and stored
temporarily in the rate buffer. The signal isalso
decoded by the inverse quantizer and inverse DCT,
and stored in the forward or backward frame buffers
for subsequent use in motion compensation. The rate
buffer smooths the variable data rate produced by
coding into a constant rate for storage or
transmission. A feedback path from the rate buffer
controls the quantizer to prevent buffer overflow. A
mode decision unit selects the motion compensation
mode for pictures and macroblocks.

The decoder shown in Figure 7b accepts the constant
rate signal from the storage or transmission and
storesit temporarily in arate buffer. The datais read
out at a rate demanded by the decoding of each
macroblock and picture. The signal is parsed to
separate the quantization parameter, motion vectors
and other side information from the coded data
signal. Thesignal isthen decoded by the inverse
guantizer and inverse DCT to reconstruct the
prediction error or intra coded data. The quantizer is
controlled by the extracted parameter.

The motion vectors are decoded, reconstructed and
used by the motion compensation unit to produce a
prediction for the current picture. Thisis added to the
reconstructed prediction error to produce the output
signal. In the case of intra-coded macroblocks, the
data passes from the DCT through theintra
prediction process.

Coding tools
The main tools used in the AVS coder are
summarized in Table 1.

Motion compensated prediction
Motion compensated interpolation
Intra prediction

DCT coding and linear guantization
Deblocking (loop filter)

VLC coding

Rate buffering

Table 1. Major Coding Tools

The minor tools used in the AVS coder are
summarized in Table 2.

Quantization Intra
kel l Pregiiction
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Figure 5b. AVS Decoder.



Motion vector prediction
Skipped macroblocks
Coded block pattern
Low delay mode

W eighted prediction
Inverse 3:2 pulldown

Table 2. Minor Coding Tools

Modes
AV S uses adaptive modes for motion compensation
at the picture layer and macraoblock layer. At the
picture layer, the modes are
»  Forward prediction from the most recent
reference frame
»  Forward prediction from the second most
recent prediction frame
* Interpolative prediction between the most
recent reference frame and afuture reference
frame.
* Intracoding

At the macrablock ayer, the modes depend on the
picture mode.
* InlIntrapictures, al macroblocks areintra
coded.
* InPredicted pictures, macroblocks may be
forward predicted or intra coded.
* Ininterpolated pictures, macroblocks may
be forward predicted, backward predicted,
interpolated or intra coded.

Profiles and levels

AVS 1.0 has defined only one profile containing all
AVS coding tools. It is called Jizhun (Base
Reference) Profile.

4 |levelsare defined in AVS 1.0.
* Levd 4.0: Standard Definition 4:2:0,
* Levd 4.2: Standard Definition 4:2:2
* Levd 6.0: High Definition 4:2:0
* Levd 6.2: High Definition 4:2:2

—

MOTION COMPENSATED PREDICTION
In AV S there three types of pictures:

»  Forward predicted: P-Pictures

* Interpolated: B-Pictures

* Intracoded: I-Pictures

Predicted Pictures, P-Pictures

The forward prediction processisillustrated in Figure
6. Prediction of a Macroblock or block in the current
picture may be from the most recent reference picture
or from the second most recent reference picture.
There may be any number of Interpolated picturesin
between the current picture and the most recent
reference picture. There may be any number of
picturesin between the current picture and the second
most recent reference picture. Prediction for
interlaced format isillustrated in Figure 7. In |-
Pictures, the second field may be predicted from the
first field. In P-Pictures, prediction of the current
field may be made from the four most recent fields.
As shown, these fields may be in the current frame,
most recent frame or second most recent frame.

Interpolated Pictures, B-Pictures

The interpolated processis shown in Figure 8. A
Macroblock or block in the current pictureis
predicted by the average of the macroblocks or
blocks in the most recent and future P-Pictures that
are selected by the motion vector. Prediction for
interlaced format isillustrated in Figure 9. Two
modes are supported for the motion vector selection.

In Direct Mode, the motion vectors for a macroblock
in the interpol ated frame are derived from the motion
vector of the co-located macroblock in the future P-
frame. A separate motion vector is not transmitted,
and the forward and backward motion vectors are
derived by scaling the P-frame motion vector
according to the temporal distance between the
interpolated frame and the past and future P-frames.

In Symmetric Mode, a single motion vector is
calculated and transmitted that passes through the
macroblock in the interpolated frame, pointing to the
past and future P-frames.

N
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Figure 6. P-Pictures
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Figure 10. Motion Compensated Prediction Modes.
Weighted Prediction
Predicted pictures (including P-fields in I P frames)

can be predicted from reference pictures that have
been weighted. This provides a mechanism for low-

AV 'S supports awide range of prediction modes
using adaptive block sizes. Mation estimation may be
applied collectively to all luminance blocksin a
macroblock, or to pairs of luminance blocks, or
individually to each luminance block. Block formats
areillustrated in Figure 10.
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Figure 9. Interlaced B-Frame Prediction.
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residual error prediction when thereisalighting
changein the scene, notably when thereis afade or
cross-fade. The encoder can signal thisto the decoder
by optionally transmitting scale and shift parameters
for both luminance and chrominance components.
These parameters are used in the following eguations
to compute the weighted prediction matrices:

predMatrix[x,y] =
(predMatrix[x,y] % luma_scale + 16)>>5 + luma_shift

PredMatrix [Xx,y] =
(PredMatrix[x,y] x chroma_scale + 16)>>5 + chroma,_shift

Out-of-Order Coding

Interpolated frames cannot be encoded or decoded
until after the respective reference frames have been
encoded or decoded. Therefore the coded
representations of the reference frames are placed in
the bitstream before those of the interpolated frames.



Motion vector precision and range
Motion vedors are omputed with ¥z-pixe accuracy
and with unlimited range.

Sub-Pixel Interpolation

Luminancevalues at sub-pixe locations are
interpolated by a processin which the values at %>
pixel locations are @lculated using a4-tap filter: {-1,
5, 5, -1}, and the values at ¥-pixel |ocations are
calculated using a4-tap filter {1, 3, 3, 1}. For
simplicity, only one-dimensional filters are used. The
nomenclature for the locationsis sown in Figure 11.
Shaded locations represent the original (full -pixel)
locations.
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Figure 11. Sub-Pixd Interpolation

The foll owing equations describe the processfor each
sub-pixel location:

B: b'=(-C+5D+5E-F); b=Clip1((b’ +4)>>3)
H: h'=(-A+5D+5H-K); h=Clip1((h’+4)>>3)

Similarly, ag sand ddare mmputed using the first 4-
tap filter horizontally on the top, third and battom
rows of the array in Figure 11, whilebb, m and ccare
computed using the left, third and right columns of
the array. Then j can be mmputed using ether the
avail able row or column of corresponding locations.

J j"=(-bb+5h+5m-cq) or ' =(-aa+5b+5s-dd);
j=ClipL((j’'+32)>>6)0

Then &, d, i and f are computed using the second 4-
tap filter:
a=(ee+7D+7b+E);
d'= (ff+7D+7h+H);
i'=(gg+7h+7j+m);
f'=(hh+7b+7j+9);

a=Clipl((a+64)>>7)
d=Clipl((d'+64)>>7)
i=Clip1((i'+512)>>10)
f=Clip1((f+512)>>10)

¢ and n are computed using the second 4-tap filter
during subsequent cycles of the process. The value of
c is computed during the cal cul ation of sub-pixel
values between pixelsE, F, I, J, i.e., one pixel-space
totheright in Figure 11. The value of n is computed
during the calcul ation of sub-pixel values between
pixelsH,I, K, and L, i.e., one pixel-space below in
Figure 11.

Finally, e, g, p, r are computed by simply averaging
their diagonal neighbor pixels:
e=(D+j+64)>>7

g=(E+j+64)>>7

p=(H+j+64)>>7

r=(i+j+64)>>7

Chrominance values at sub-pixel locations are computed
from the 4 neighborhood pixels according to the following
equation and Figure 12.

v = ((8-0\)*(8-dy)xA + dyx(8-dy)xB + (8-dy)xd,xC +
dyxdyxD +32) >>6

Figure 12. Chrominance Sub-Pixel Interpolation.

Motion vector prediction

Motion vectors are predicted using the motion
vectors for blocksin their neighborhood. The
nomenclatureis shown in Figure 13. A, B, C arethe
motion vectors of |eft, above and above-right blocks.

MVB  |MVC
| C

MVA —p

Figure 13. Motion Vector Neighborhood.

The motion vectors are scaled according to the
temporal distance from the reference frame (most
recent or second most recent).



If prediction is being performed in 16x8or 8x16
format, the motion veadors used for prediction are as
follows:

16x8Mode:
Top subblock — use MVB
Bottom Subblock — use MVA
8x16Mode:
Left subblock - use MVA
Right subblock — use MVC

Otherwise, a spatial distance measureis computed:

Dist12(MV1, MV2) = X1 — Xo| + |y1 — Y|
Where (X,y) are the ammponents of MV

between pairs of neighboring blocks DistAB;
DistBC, DistCA and the median distanceis found.
The prediction motion vedor isthen found according
to the following rules:

If median = DitAB, use MVC

If median = DistBC, use MVA

If median = Dist CA, use MVB

INTRA-PREDICTION

In Intra frames and intra-coded macroblocksin P-
and B-frames, intra blocks are spatiall y predicted
from neighboring intra-coded blocks. Figure 14

ill ustrates the process from which it can be seen that
prediction is made using 16 pxels above and to the
right of the block, and 16 pxelsto theleft and bel ow-
left of the block. Thereare 5 diredional modes and a
DC mode (mode 2).

|

o
o -~
.
N}
w
IS
o
)
~
®

9 | 10] 11] 12| 13] 14| 15 16|

|(Dm\lO)Ul-b(nl\)—‘

-
o

-
-

alala|la|s
DO | B[N

Figure 14. Intra Prediction Modes.

Signaling of the prediction mode to the decder can
be eplicit, in which casethisis sgnaled using a
prediction mode flag, or it can be implicit, foll owing

aset of rules o the decoder can make the same
dedsion asthe encoder. In thelatter case, seledion of
the prediction mode is based on the prediction modes
for the blocks above (Mode A) and to the | eft (Mode
B) of the aurrent block. The lower numbered mode
for these two Hocksis sleded for the arrent block.
If either invalid, pick mode 2. In the former case, the
mode in the bitstream isused if it is gnall er than the
mode abowe, otherwise, add 1to the bitstream mode.

DCT CODING
Transform
AV S uses a separable, integer-predse, 8x8 dscrete
cosine transform (DCT). The inversetransform is
shown in Figure 15. Thetransform isdesigned in
conjunction with the quantization to minimize
deader implementation complexity. This operation
will be described here. The separable inverse
transform is applied to the rows of the wefficient
matrix data:

H' = CoeffMatrix x Tg'

The dements of this intermediate transform are then
scaled with rounding:
H"j=(h"j +4)>>3

Then the mlumns are transformed:
H=T8xH" i,j=0.7

Finally the residual matrix is formed by scaling (with
rounding):

rij=[hij+26]>>7 |,j=07
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Figure 15. DCT-based integer Transform

Coefficient Scan Order

The 2D coefficients are converted into a 1D sequence
for quantization and coding using a zigzag scan for
progressive data and an alternate scan for interlaced
data. These are shown in Figure 16.



4 10 | 19 | 283 | 32 | 39 | 45 | 52 | 54

5 20 | 22 | 33 | 38 | 46 | 51 | 55 | 60

Figure 16a. Zigzag Scan.

0 1 2 3 4 5 6 7

0 0 3 11 | 16 | 22 | 32 | 38 | 55

1 1 6 12 | 20 | 25 | 33 | 42 | 57

2 2 7 15 | 21 | 28 | 37 | 43 | 58

3 4 10 | 19 | 27 | 31 | 39 | 47 | 59

4 5 14 | 24 | 30 | 36 | 44 | 50 | 60

5 8 17 | 26 | 35 | 41 | 48 | 52 | 61

6 9 18 | 29 | 40 | 46 | 51 | 54 | 62

7 13 | 23 | 34 | 45 | 49 | 53 | 56 | 63

Figure 16b. Alternate Scan

Quantization

Quantization of the transform coefficientsis
performed with an adaptive linear quantizer. The step
size of the quantizer can be varied to provide rate
control. In constant bitrate operation, this medhanism
isused to prevent buffer overflow. The transmitted
step size quantizaion parameter is used dreadly for
luminance oefficients. For chrominance efficients
it ismodified on the upper end of its range.

The quantization parameter may optionall y be fixed
for an entire picture or dice If it isnot fixed, it may
be updated dfferentially at every macrobl ock.

Thelinear quantization processis modified to work
together with the transform in order to provide low
complexity deaoder implementation. The resulting
non-linear quantization and scaling coefficients are
held in look-up tables, “DequantTable”, “ ShiftTable’

and the inverse quantization and scaling processis as
follows:

wj; = (QuantCoeff Matrix[i,j] xDequant T able(QP)
+2SITDIAQR)1y > ShiftTable(QP) i,j=0..7

ENTROPY CODING

The quantized coefficients are coded using a 2D
variable length code for run and level. Sets of kth-
order exponential Golomb codes are used, with a
code number (“CodeNumber”) range of 0to 59. The
code number 59isused as an escape wmde. A set of 7
tablesis used for intra-coded luminance oefficients
and a set of 7 tables for inter-coded luminance
coefficients. A set of 5 tablesis used for bath intra-
and inter-coded chrominance oefficients. An “EOB”
(End of Block) code is used to terminate amding of a
given block. (However tables VLCO_Intra,
VLCO_Inter and VLCO_Chroma ae used only to
deade thefirst coefficient, so that in these tables
thereisnot EOB, asit isobviousthat if ablock has
non-zero coefficients, thefirst coefficient cannot be
EOB). In all thesetables, the assgnment of code
numbersto level and run is gedfied only for positive
levels. Run and negative levels are assgned as

foll ows:

CodeNumber (-abs(level), run) =
CodeNumber (abs(level), run) + 1

In the deading process 2D-VLC tables are switched
based on the size of the previously decoded level. A
set of threshold level values determines the switching
point. Thefirst coefficient in ablock is deaded
using thefirst table. The absolute value of that
coefficient is compared against the set of thresholds
to determine which table will be used for the next
coefficient. This processcontinues reaursively until
the EOB is demded. Demding of that block then
terminates and the processis reset for the next block.

When the ade number is equal to 59in the parsing
process which means (level, run) is beyond the scope
of the table, another two CodeNumbers are parsed
from the bitstream, and deaded to producelevel and
run values.

Entropy coding is also used for other elements of the
bitstream, notably the motion vedors.

DEBLOCKING FILTER

The deblocking filter or loop filter isanon-linear 1D
filter seledively applied acrossthe edges of blocksin
order to smoath block artifacts. Thefilter isturned on
and off, and applied with varying strength acoording
tolocal conditionsin the block neighborhood. The
filter parameters can be signaled explicitly in the
bitstream on a picture basis, or they can be deduced
by the deaoder based on thelocal conditions. The



deblocking filter is applied recursively to the upper
edge and left-hand edges of blocks. Essentially, the
filter is adaptive to whether adjacent blocks areintra
coded or whether the reference frames and motion
vectors are significantly different. Further, thefilter is
adaptive to local pixel gradients across the block
boundary and to the state of the quantization
parameter. Experience has shown that all these
factors influence discontinuities across block
boundaries and the visibility of such discontinuities.

RATE BUFFERING
AV S supports constant hitrate (CBR) operation using
traditional coding tools.

SYNTAX
The AV 'S syntax supports a number of additional
features, some of which arelisted here:
* Separatel and PB picture headers
*  Progressive sequence and frame
* Interlaced parameters
* Low -delay modeincl. buffer management
*  Sequence extension data
» SMPTE timecodein I-pictures
* Picturedistance
* Fixed QP at frame or dice level
»  Skip coding mode
* Picture weighting selection and parameters

PERFORMANCE

The performance of AV'S has been measured for a set
of HDTV test sequences. The format of these
sequencesis 720p, and the range of bitratesis from
approximately IMbit/s to approximately 20 Mbit/s. A
comparison has been made with H.264. The results
are shown in Figure 17, from which it can be seen
that for these sequences and bitrates, the
performance of AVS 1.0 iswithin 0.1dB in almost all
Ccases.

SUMMARY

The AVS 1.0 standard combines a set of traditional
video coding tools with new coding tools into an
efficient new algorithm. Compared with other
standards, AV Sis significantly less complex.
However, the performance of AV Sfor itstarget
applicationsis very high. Thisindicates that by
focusing on particular applications, and using
innovative algorithm design, it is possibleto
simultaneoudly achieve high coding efficiency and
low implementation cost.
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Figure 17. AVS Test Results.
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